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Abstract

We studied receptive field organization of motion-sensitive neurons in macaque middle temporal cortical area (MT), by mapping
direction selectivity in space and in time. Stimuli consisted of pseudorandom sequences of single motion steps presented
simultaneously at many different receptive field locations. Spatio-temporal receptive field profiles were constructed by cross-
correlating stimuli and spikes. The resulting spike-triggered averages revealed centre-surround organization. The temporal dynamics
of the receptive fields were generally biphasic with increased probability for the preferred direction at short latency (50–70 ms) and
decreased probability at longer latency (80–100 ms). The response latency of the receptive field surround was on average 16 ms
longer than that of the centre. Our results show that surround input and biphasic behaviour reflect two different mechanisms, which
make MT cells specifically sensitive to motion contrast in space and time.

Introduction

Motion detection is altered when a moving pattern is surrounded by
other patterns moving either in the opposite or the same direction
(Murakami & Shimojo, 1996; Tadin et al., 2003; Betts et al., 2005).
These surround influences on perceptual motion sensitivity are
generally supposed to reflect spatio-temporal tuning properties of
visual motion-sensitive neurons.

Numerous studies have established a close link between neural
activity of neurons in the middle temporal cortical area (area MT or
V5) in primates and motion perception (Britten et al., 1992; Britten &
Newsome, 1998). Neurons in MT respond selectively to a particular
subset of directions and speeds of motion within their receptive field
(Dubner & Zeki, 1971; Maunsell & Van Essen, 1983; Albright, 1984;
Mikami et al., 1986). For about 50% of MT neurons the response to
the preferred direction in the receptive field centre is suppressed by the
same direction in the surrounding area (Allman et al., 1985; Born &
Tootell, 1992; Raiguel et al., 1995; Xiao et al., 1995; Born, 2000).
This phenomenon, often referred to as centre-surround antagonism,
makes neurons specifically sensitive to motion contrast, and thus
supports a role in relative motion perception. Because physiological
properties of MT neurons reflect the requirements for relative motion
perception, characterizing the spatial and temporal properties of
centre-surround interactions may reveal its neural basis.

Spatio-temporal receptive fields can be reconstructed by flashing
bright and ⁄ or dark stimuli pseudorandomly at different spatial
locations and cross-correlating the neuronal spike train to the stimulus
sequence. This luminance reverse correlation method has been used
extensively to describe receptive fields of neurons in the retina (Rowe
& Palmer, 1995), the lateral geniculate nucleus (LGN; Reid et al.,
1991, 1997; Cai et al., 1997) and primary visual cortex (V1; Reid
et al., 1991; DeAngelis et al., 1995; Ringach et al., 1997, 2003; De

Valois et al., 2000; Dragoi et al., 2002; Mazer et al., 2002). For
neurons that behave approximately linearly, such as those in LGN or
simple cells in V1, first-order correlation between stimulus and
response provides a fairly complete description of spatio-temporal
receptive field properties. However, for motion-sensitive neurons first-
order correlation fails to capture the essential tuning properties like
motion direction and speed selectivity. Therefore, second-order
analysis (i.e. the combination of two stimuli presented at different
locations and different times) is required to reconstruct the relevant
receptive field characteristics.
Second-order analysis of dark and ⁄ or bright stimuli has been used

to characterize direction selectivity in cat simple and complex cells
(Emerson et al., 1992), as well as in motion-sensitive macaque area
MT (Livingstone et al., 2001; Cook & Maunsell, 2004). One
disadvantage in studying motion sensitivity using these luminance
reverse correlation techniques is that the motion energy for specific
motion directions is very small compared with the motion energy of
coherently moving patterns. Luminance-based reverse correlation is
therefore limited in revealing complex spatio-temporal receptive field
properties of motion-sensitive cells. To overcome this problem,
Borghuis et al. (2003) proposed a motion reverse correlation method,
which employs a pseudorandom sequence of motion impulses. This
motion reverse correlation method is much more effective in eliciting
spikes, which allows for a detailed analysis of spatio-temporal
receptive field properties of motion-sensitive cells.
In this study, we used a spatio-temporal version of the motion

reverse correlation paradigm (Borghuis et al., 2003) to investigate the
dynamics of directional selectivity in MT receptive field centres and
surrounds. We focus on two properties that are important for shaping
directional responses in area MT: biphasic behaviour and centre-
surround organization. We have previously shown that many MT cells
display biphasic reverse correlation functions, indicating reduced
sensitivity after a single step to the preferred direction (Perge et al.,
2005). Thus, biphasic behaviour makes MT neurons specifically
sensitive to temporal motion contrast. Centre-surround organization,
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on the other hand, makes MT cells sensitive to spatial motion contrast.
Thus, MT neurons are sensitive to both spatial and temporal motion
contrast. However, it is unclear whether these characteristics reflect a
single mechanism or multiple mechanisms. In this study, we describe
the dynamics of centre and surround responses, and show that biphasic
response characteristics in the centre operate at a time scale distinctly
different from delayed surround inhibition.

Materials and methods

Two adult male rhesus macaques (Macaca mulatta) participated in
this study. Before the experiments, each monkey was implanted
surgically with a head-holding device, a search coil for measuring
eye movements using the double induction technique (Reulen &
Bakker, 1982; Malpeli, 1998), and a stainless-steel recording cylinder
placed over a craniotomy above the left occipital lobe. The surgical
procedures were performed under N2O ⁄O2 anaesthesia supplemented
with isoflurane. After recovery, the monkeys were trained to fixate a
rectangular spot (0.4 · 0.4 �) on a black background. During the
experiments, each monkey sat in a primate chair 57 cm from a
cathode ray tube display. Eye movement recordings were sampled at
500 Hz. For accurate fixation, the monkeys had to maintain their
viewing direction within a virtual fixation window around the
fixation point (2 � in diameter). While correctly fixating, the monkey
was rewarded with water or juice every 3 s. The average fixation
period was 4.4 s. Breaking fixation resulted in pausing the presen-
tation of stimuli and no reward. Stimulus presentations were restarted
after 300 ms of correct fixation. Animal procedures used in this study
were approved by the Animal Use Committee (DEC) of Utrecht
University, and procedures followed national and international
guidelines.

Neuronal recordings

Single-unit recordings were carried out using standard extracellular
methods. During experimental sessions, a parylene-insulated tungsten
microelectrode (0.5–2 MW at 1 kHz) was inserted manually through a
guide tube and then manipulated by a micropositioning controller.
Area MT was identified by the recording position and depth, the
transition between grey matter, white matter and sulci along the
electrode track, and by its functional properties. Among others, these
are the prevalence of direction-selective units, the similarity in
direction tuning for nearby single-unit recordings, the receptive field
size according to eccentricity and the change of direction tuning along
the electrode penetration. We have no histological confirmation of the
recording sites because both monkeys are currently being used in other
experiments. Spike times were registered at 0.5 ms resolution for
on-line analysis and data storage, using a Macintosh G4 computer
with a National Instruments PCI 1200 data acquisition board.

Stimuli and experimental procedure

The monitor (Sony Trinitron Multiscan 500 PS) was driven by an ATI
Rage graphics card. The refresh rate was 75 Hz (1152 · 870 pixels)
for early experiments in monkey A (10 cells recorded in monkey A),
and 120 Hz (1024 · 768 pixels) in all other experiments. The
stimulus was a rectangular field presented on a black background
and it was divided into smaller subfields along an invisible grid
(Fig. 1). Each subfield contained a high-density binary random dot
pattern, consisting of 50% black and 50% white dots (Julesz, 1971).
Mean luminance of the stimulus was 48 cd ⁄m2. A dot size of

0.14 · 0.14 � was used for 10 cells in monkey A, and 0.20 · 0.20 �
for all of the remaining cells.
The stimulus was positioned over the receptive field centre as

determined by hand mapping. In each subfield pattern the dot pattern
was shifted each monitor frame (8.3 ms at 120 Hz and 13.3 ms at
75 Hz) or every second monitor frame (17 ms at 120 Hz and 27 ms at
75 Hz). The size of the shift was 0.14 � in horizontal and vertical
directions, and 0.15 � in diagonal directions. As determined by the
motion reverse correlation method, the shifts occurred in either the
preferred or the anti-preferred direction (Borghuis et al., 2003; Perge
et al., 2005) and in a pseudorandom order (Fig. 1A and B). The anti-
preferred direction was defined as the direction opposite to the
preferred direction. The dot displays in the subfields were presented
simultaneously, and the direction in a subfield chosen at each motion
step was independent from the directions in other subfields. Between
different experiments, the number of subfields varied. The resulting
sequence of motion steps effectively stimulated most of our neurons.
In case the stimulus did not drive the neuron effectively, the size of the
shift was either increased or decreased in a range of 0.07–0.42 � (in
steps of 0.07 �) until a sufficiently strong response was obtained. The
motion steps in the preferred and anti-preferred direction in each
subfield were presented 7000–8000 times in a randomized order.
This number was increased if the signal-to-noise ratio of the online
analysis was judged insufficient. A movie demonstration of the
stimulus is available at our website (see Supplementary material
section) Stimulus generation, data collection and monitoring the
monkeys’ performance was done by custom-made software written in
programming language C. Offline data analysis was done in MAT-
LAB.
Stimulus size and the number of subfields were optimized for each

cell. We tried to maximize spatial resolution of the measurement by
increasing the number of subfields while decreasing their size.
However, by decreasing the size of the subfields the effective stimulus
energy also decreases substantially. As a result, responses as well as
the signal-to-noise ratio in the measurement decrease. Therefore, we
needed a balance between sufficient spatial resolution and excitability.
We found that subfields of minimally 1.5 · 1.5 � stimulated most
recorded neurons properly. For cells with insufficient responses, we
increased the size of the patches until an adequate response was
obtained.

Data analysis

We used the method of spike-triggered averaging (de Boer & Kuyper,
1968) to estimate the properties of spatio-temporal receptive fields in
area MT (Fig. 1B and C). We calculated the average stimulus
preceding the spikes as a function of time, t. The stimulus was
represented by a temporal sequence of motion impulses for each
stimulus patch, where +1 and )1 indicate the occurrence of preferred
and anti-preferred directions, respectively. Spike-triggered averages
(STAs) for each location were obtained by calculating the average
stimulus value preceding each spike at that location. Thus, the
resulting STA fluctuates in time between +1 and )1, where positive
values indicate a relatively higher probability for the preferred motion
direction and negative values indicate a relatively higher probability
for the anti-preferred motion direction to occur at time t before the
spikes. A value of zero indicates that preferred and anti-preferred
stimulus direction occurred with equal probability at that time. STAs
were smoothed by sliding window averaging with a Gaussian profile
(standard deviation of 8 ms), which removed most of the noise
without affecting the overall shape of the function and its main
parameters (Perge et al., 2005).

2050 J. A. Perge et al.

ª 2005 Federation of European Neuroscience Societies, European Journal of Neuroscience, 22, 2049–2058



A significance criterion for the STAs was determined by calculating
the mean and standard deviation of the STA based on a period of
100 ms following spikes in all subfields. This section of the STA
reflects the noise in the STAs as it indicates random correlations
between spikes and stimuli presented after the occurrence of the
spikes. We used an arbitrary noise level of four standard deviations for
defining significant excursions in the STA.

Results

Spatio-temporal receptive fields were mapped with the spatial reverse
correlation technique (see Materials and methods) in area MT of two
male rhesus macaque monkeys for a total of 56 neurons (40 neurons in
monkey A and 16 in monkey S). Figure 2 shows the results for one
example cell. This neuron was tested at 64 locations along an 8 · 8
grid of subfields with random dot patterns moving simultaneously
either in the cell’s preferred or anti-preferred direction. Responses
were reverse-correlated to the stimulus sequence for each subfield of
the stimulus (see Materials and methods, and Fig. 1), resulting in
individual STAs for each individual stimulus subfield (Fig. 2A). The
two subfields with high values (high probability for the preferred

direction) correspond to the centre of the receptive field. The subfields
with low values correspond to the surround. Because the STAs show
the average stimulus in time, Fig. 2A reveals both the temporal
dynamics and the spatial characteristics of the receptive field.
The difference in the time course of the STAs is more salient when

the STAs are presented on top of each other (Fig. 2B). Two
representative STAs were plotted with thicker lines. One STAwith the
large amplitude corresponds to a subfield covering the centre of the
receptive field and another one with small negative amplitude
corresponds to a subfield covering the surround. The STA corres-
ponding to the centre shows strong correlation with the preferred
direction peaking at about 60 ms prior to the spikes. At longer delays,
however, the STA changes in sign showing a dip at about 110 ms prior
to the spikes indicating a stronger correlation with the anti-preferred
direction. This biphasic characteristic indicates that spike generation is
suppressed after the initial response to the preferred motion impulse.
For this example MT neuron the time course of STAs in the surround
is delayed by 10 ms relative to that for the centre. This difference in
latency does not correspond to the delayed suppression in the centre,
which is at about 110 ms. Thus, Fig. 2B shows that for this cell,
temporal dynamics for centre and surround are clearly different.

Fig. 1. Illustration of the stimulus and the motion reverse correlation paradigm. (A) Stimuli were random dot patterns (50% dark and 50% white dots) presented
simultaneously at different locations along a grid of squares. Each dot pattern within a subfield of the grid was shifted either to the preferred or anti-preferred
direction of the neuron in a pseudorandom order. (B) Representation of the stimulus sequence and the reverse correlation procedure. The values of +1 and )1
indicate motion impulses to the preferred or anti-preferred direction, respectively, for one subfield. (C) Equal length stimulus sequences preceding the spikes were
collected and averaged. This results in a spike-triggered average (STA) for each individual subfield.
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A spatial representation of the receptive field can be constructed at
each delay of the STAs. These spatial receptive field maps were
derived by linear interpolation between probability values of the STAs
at adjacent spatial locations. Such receptive field maps are shown for
four different delays preceding the spikes (Fig. 2C). The total series of
spatial receptive field maps at each delay is shown in a movie (see
Supplementary material section). These maps reveal the spatial
organization of a centre-surround receptive field structure in time,
revealing the different temporal dynamics of centre and surround
responses. The results in Fig. 2 show that the cell responses are
modulated by the surround, but whether this is due to excitation for
anti-preferred directions or inhibition for preferred directions in the
surround can not be determined from our analysis. The analysis does
not imply that the cell would be excited when the surround alone

would be stimulated in the null direction. The results show that the
surround modulates the response, while stimuli are presented
throughout the receptive field simultaneously.
In general, surround responses were relatively weak. Sometimes the

surround was radially symmetric (as the example cell in Fig. 2), but
very often it was irregular and patchy. The irregularities partly could
arise due to the limited spatial sampling resolution of our stimulus, as
we only used a limited number of subfields (grids of 5 · 5 to
maximum 10 · 10 subfields). However, for some recordings the
irregularities are clearly due to intrinsic inhomogeneities of the
receptive field, as has been reported by others (Raiguel et al., 1995).
In Fig. 3, we show five example cells that are representative for

our whole population. Because the two spatial and one temporal
dimension are difficult to visualize in a single plot we present the

Fig. 2. Spatio-temporal receptive field of one example MT neuron. (A) The stimulus consisted of an 8 · 8 grid of stimulus subfields moving independently in
either the preferred or anti-preferred direction. At each stimulus subfield, the STA for that location is plotted. The rightward point of each individual curve indicates
the average stimulus value at 0 ms before the occurrence of a spike (by definition this will always have an average stimulus value of 0). The leftward point of the
curve is the average stimulus value 250 ms before a spike occurred. (B) The same STAs as in (A) plotted on top of each other. The two thick lines with the large and
small amplitude indicate STAs for a centre and a surround subfield, respectively. (C) Spatial receptive field representations shown at four different times before the
spikes occurred as indicated by the vertical lines in (B). The contour plots were derived by linear interpolation between average stimulus values at adjacent positions
in the 8 · 8 grid. White shading indicates high average stimulus values (higher probability for a preferred direction). Dark shading indicates a low negative average
stimulus value (higher probability for an anti-preferred direction). The x and y coordinates indicate the distance from the bottom left of the stimulus field in visual
degrees. The distance from the fixation point to the centre of the stimulus field was 11.1 �.
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spatial and temporal characteristics separately. The left-hand column
of Fig. 3 shows the spatial receptive field maps at the correlation
delay where STAs reach their maximum value, similar to the
)60 ms plot of Fig. 2C. Note that a surround is not necessarily
visible in these subfigures, because the surround generally has a
longer latency.

To show the temporal characteristics of the receptive field for the
same neuron, we plotted an informative cross-section of the receptive
field at different times relative to the spike occurrence (right-hand
column). This cross-section is indicated by orientated bars in the left-
hand column and contains both the maximum value for the centre and
the minimum value for the surround at any delay. The centre was
defined as the subfield with the highest STA value, and the surround
was the subfield with the lowest STA value (high correlation with the
anti-preferred direction) during the short latency phase. The right
column in Fig. 3 shows the resulting plots for the five example cells,
and illustrates the diversity in receptive field characteristics that we
observed.
For some cells, the latency for the surround was close to that of

the negative phase for the centre. For these cells, the surround and
the long latency negative phase of the centre were intermingled
(Fig. 3A, the same neuron as presented in Fig. 2). Figure 3B is an
extreme example of such a cell with a biphasic response and
surround that are indistinguishable. Figure 3C shows a neuron
without a long latency negative phase, which we will label a
monophasic response. Some of the other cells, such as the example
cell in Fig. 3D, showed no clear surround. For the last example cell
(Fig. 3E), both centre and surround show biphasic temporal
characteristics. The short latency phase of the surround and the
long latency phase of the centre are clearly separated in time for this
cell. The example cells in Fig. 3 suggest that spatially separable
surrounds and biphasic temporal profiles result from different
mechanisms. The following section addresses the temporal dynamics
of these two features quantitatively.
To estimate the size of the receptive fields, we used the spatial

receptive field maps at the correlation delay where STAs reach their
maximum value. We fitted these maps with a two-dimensional radially
symmetric Gaussian. We only used those receptive field maps that
showed at least three subfields with significantly high STA values
(four standard deviations above noise level, see Materials and
methods). In our recorded population, 41 cells (73%) fulfilled this
criterion. The receptive field diameter was defined as the width of the
Gaussian fit at half height.
The average receptive field diameter in our population was

10.7 ± 4.8 � at an average eccentricity of 10.9 ± 5.0 �. This is in
agreement with previous reports (e.g. Rodman & Albright, 1989;
Raiguel et al., 1995). We applied a linear regression to investigate the
relationship between the area of the receptive field and eccentricity
similar to the method described by Raiguel et al. (1995). The log-
linear regression of the receptive field surface and eccentricity had a
slope of 0.02 (r2 ¼ 0.04), which is similar to previous studies
reporting receptive field sizes in MT using similar stimuli and data-
analysis (Raiguel et al., 1995).

Differences in centre and surround dynamics

To quantify the temporal differences between centre and surround for
our population of cells, we analysed the time course of the STAs at
different locations in the receptive field. The centre of the receptive
field was defined by subfields that showed a significant increase in
average value. A stimulus subfield was defined as a surround subfield
if the STA at that location did not show a significant increase but only
a decrease in average stimulus value. Our significance criterion was
four standard deviations (see Materials and methods) above or below
zero. Using this surround definition, 28 ⁄ 56 neurons (50%) showed the
presence of a surround.
In most recordings (75% of the cells with a surround) more than one

stimulus subfield showed the presence of an antagonistic surround.

Fig. 3. Spatio-temporal receptive field maps of five example MT neurons.
Left column: spatial receptive field profile at the time where the STA reaches its
maximum (maximal correlation between stimulus and response). This time of
maximal correlation is indicated at the upper left part of each subfigure.
Figure 3A is the same cell as plotted in Fig. 2. The x and y coordinates indicate
the distance from the bottom left of the stimulus field in visual degrees. The
distance from the fixation point to the centre of the stimulus field for cells A–E
was 11.1, 11.8, 3.9, 6.7 and 5.9 �, respectively. Oriented bars indicate a
representative cross-section of the receptive field, containing both centre and
surround regions. Right column: a representative cross-section of the spatial
receptive field maps plotted as a function of time relative to the spike
occurrence reveals the temporal development of the receptive field.
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Peak latencies for the corresponding STAs were not significantly
different. This observation was also confirmed by a more quantitative
analysis of the shape of the STAs (see next paragraphs). For this
reason we averaged all surround STAs and we used this average
surround STA in later analysis.
Figure 4A illustrates the model that we used to quantify the

temporal changes of centre and surround. The model consisted of two
Gaussian functions, one for the early (thin black line) and one for the
late component (grey line). The time course of the centre STA was
then described as the difference of these two Gaussians according to
the form:

DOGcenðtÞ ¼ Ae �
1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2p� sde
p � e�

1
2ð

t�le
sde

Þ2 � Al �
1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2p� sdl
p � e

�1
2ð

t�ll
sdl

Þ2

ð1Þ

where Ae and Al are the surface area of the early and late components,
le and ll are the time of the peaks of the early and late components,
and sde and sdl represent the half-widths of the two Gaussians. The
amplitude of the early and late components were obtained from
equation 1 for t ¼ l.

Ampe ¼
Ae

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2p� sde
p and Ampl ¼

Al
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2p� sdl
p ð2Þ

The DOG model accurately describes the different types of biphasic
profile (the thick dashed line in Fig. 4A). The function describing
the surround STA was similar to the function for the centre STA
except that two additional free parameters (d and g) were
introduced:

DOGsurðtÞ ¼ �g � Ae �
1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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Þ2
ð3Þ

where d is the delay between centre and surround, and g is a gain
factor to scale the surround amplitude relative to the centre. The
minus sign before g indicates that in our model the surround STA is

reversed with respect to the centre STA. In case more subfields
fulfilled the criteria for surround, each surround STA was fit
separately with different g and d parameters. The fits were carried
out using a least-square minimization algorithm (Gauss–Newton
method). The choice for our model was arbitrary, and it was chosen
because it describes the data well. For example, a difference of
gamma functions (Cai et al., 1997) instead of Gaussian functions
would provide similar results.
It is important to note that we assume similar shapes of the temporal

profiles for centre and surround. Comparable models with the same
assumption have been applied earlier to describe the temporal
characteristics of visual receptive fields with delayed surround (Dawis
et al., 1984; Adelson & Bergen, 1985; Cai et al., 1997). To evaluate
the validity of this assumption, we calculated fit errors of surround
STAs by subtracting our fit results from the original STAs. We found
no systematic fit error over time, which supports our assumption of
similarity in shape for centre and surround.
First, we analysed the differences in surround latencies at different

spatial locations for the same neuron, for cells with multiple surround
subfields under our definition. In general, we found that fit parameters
indicating the surround delay relative to the centre delay (d) were
similar within one measurement. For five neurons the number of
surround fields was larger than three. For these cells, the average
standard deviation of d was 5 ms, which was smaller than the variation
in d within cells (see later). Because the surround fields showed
similar temporal characteristics, we averaged all surround STAs within
a measurement. Thus, the following results are based on fit results of
the average surround STAs for each cell.
Figure 5 shows the delay of the centre early component (le) plotted

against the delay of surround early component (le + d). Most of the
data points are above the diagonal, indicating longer surround
latencies than centre latencies. The average delay difference between
centre and surround was 16 ± 10 ms, which clearly differs from the
delay difference of the early and late components both in the centre
and surround (ll – le, 39 ± 36 ms). We found no significant corre-
lation between the difference of centre and surround delay and
receptive field eccentricity (r ¼ –0.07, P > 0.05), and found no
significant correlation between the difference of centre and surround
delay and the average distance of centre and surround field (r ¼ 0.01,
P > 0.05).

Fig. 4. Illustration of our model describing the temporal dynamics of the spatial receptive field. (A) The temporal profile of our model consists of an early (thin
black line) and late (thick line) Gaussian profile. The difference between the early and late components results in a biphasic profile (dashed black line). Amp,
amplitude; sd, height at half width; l, time of the peak. Subscripts e and l refer to the early and late components, respectively. (B) The centre and surround temporal
profiles are both separately constructed according to Fig. 4A. For more details, see the description in the text. d, difference in time between the temporal profiles of
the centre and surround.
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To characterize the magnitude of biphasic behaviour in the
population, we computed a biphasic index (BI) for each neuron as
the ratio of the amplitudes of the early and late components.

BI ¼ Ampl=Ampe ð4Þ

Thus, a low BI value corresponds to lack of biphasic behaviour and a
high value to strong biphasic behaviour. Figure 6 shows the
distribution of BI values across our population of recorded MT
neurons. The mean BI for all of the cells was 0.40 ± 0.25 (n ¼ 56).
As Fig. 6 shows, a broad range of biphasicness was present in the
population.

The black part of the bars in Fig. 6 indicates the number of neurons
with a surround according to our significance criteria described earlier.
The figure shows no clear relationship between the presence of
surround and the strength of biphasic behaviour. To further investigate
the relationship between biphasic behaviour and surround strength, we
plotted the BI against g, a fit parameter indicating the strength of the
surround relative to the centre (Fig. 7). We found no significant
correlation between surround strength and biphasicness (r ¼ –0.04,
P > 0.05). This finding again indicates that biphasic behaviour and
surround are not related to each other.

Second-order interactions

Antagonistic surrounds of MT cells described previously do not evoke
excitation or inhibition themselves, but they modulate the responses to
stimuli in the centre (Maunsell & van Essen, 1983; Allman et al.,
1985). The fact that we find surround effects in the STAs indicates that
surround stimuli modulated the response irrespective of the centre

stimulus. However, one cannot exclude the possibility that the
modulation we observed was due to a specific combination of centre
and surround stimuli. To clarify the role of specific directional
interactions in generating surround modulations, we performed an
additional second-order analysis.
We investigated how specific combinations of centre and surround

subfields modulate responses and how much they deviate from a linear
prediction, which assumes independence of responses. The general
idea of this analysis is similar to that described in detail in our
previous paper on interactions between different motion directions
(Perge et al., 2005). In short, we calculated second-order reverse
correlograms, i.e. correlation functions for stimulus pairs in centre and
surround subfields. We compared these correlograms to predicted
second-order correlograms, which were calculated based on the
assumption that subfields interact only in a linear manner (summa-
tion). To obtain predicted second-order correlograms we multiplied the
first-order correlograms of the individual subfields (preferred direction
in centre and surround).
In the presence of specific non-linear interactions between centre and

surround subfields, predicted and measured second-order correlograms
differ. We expressed the deviations by subtracting the predicted
second-order correlograms from the measured ones (prediction error).
Thus, a zero value in the prediction errors indicates that summation
properties can be approximated by linear summation. Significant
positive or negative deviations suggest direction-specific interactions.
We calculated prediction errors for all possible centre and surround
combinations for all of the neurons showing the presence of a surround
(28 neurons). Prediction errors for surround ⁄ centre, surround ⁄
surround and centre ⁄ centre combinations were averaged separately.
We expressed the level of non-linearity for surround ⁄ centre,

centre ⁄ centre and surround ⁄ surround combinations by finding the

Fig. 5. Surround delay is longer than centre delay. Based on the model we
describe in Fig. 4, we fitted the STAs for each cell separately, and plotted the
centre delay (lexc) vs. surround delay (lexc + d). Each symbol indicates one
neuron. Only those neurons are shown where the minimum stimulus value of
the surround was significant, i.e. more than four standard deviations below zero
(50% of the neurons, n ¼ 56). The average delay difference between centre and
surround was 16 ± 10 ms. The dashed line indicates the line of equality.
Numbers indicate the cell numbers of the cells shown in Fig. 3.

Fig. 6. The distribution of BIs indicating the biphasic temporal characteristics
in the population (n ¼ 56). A BI of 0 means complete lack of biphasic
behaviour. Two outliers with a BI > 1 are not shown in this graph. The average
BI was 0.40 ± 0.25 (n ¼ 56). The black part of the bars indicates the number of
neurons with surround using our significance criteria (see text).
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largest (positive or negative) value for the three conditions (average
surround ⁄ centre, surround ⁄ surround and centre ⁄ centre prediction
errors) within a predefined time window. This time window was
acquired from the analysis of the centre STA with the largest
amplitude, and corresponded to the duration where the STA was
higher than four standard deviations (see Materials and methods).
Different measurements had different noise levels in the prediction
errors, which would make it difficult to compare individual recordings.
Therefore, we normalized prediction errors to the standard deviation,
which was calculated from the noise level of the uncorrelated part of
the prediction errors (after spike occurrence).
Figure 8 shows the distribution of maximum prediction errors for

surround ⁄ centre and centre ⁄ centre stimulus combinations in the
population. The deviations from a ‘linear’ prediction for sur-
round ⁄ centre stimulation showed a minor positive shift from zero
(0.06 ± 1.25, Fig. 8A). This shift was not statistically different from
zero (t-test, P ¼ 0.79). We found similar results for the surround ⁄ sur-
round combination (mean ¼ 0.52 ± 1.4, t-test, P ¼ 0.18, data not
shown). These results indicate that, with our stimulus presentation and
data analysis, the response modulation due to surround stimuli does
not critically depend on a specific combination of centre and surround
stimuli.
The only ‘non-linear’ interaction that we found was between centre

subfields (mean ¼ )2.38 ± 4.07, t-test, P ¼ 0.005, Fig. 8B). For six
neurons (21% of the surround cells) the deviation from zero prediction
error was larger than four standard deviations. The large negative
prediction errors show that multiple centre stimuli are less effective
than the sum of the mean individual effects, which might be due to
response saturation. This result indicates that our analysis is able to
detect expected non-linear interactions between stimulus subfields.
The above analysis targeted the non-linear effects of simultaneous

stimulus pairs. Considering that centre and surround have different

response latencies, we also extended our analysis to stimulus
combinations that were presented at different times. In this analysis
the temporal separation between stimuli was one motion step, 26 ms
in most experiments. We analysed the effect of subsequent stimulation
of surround ⁄ centre, centre ⁄ surround, surround ⁄ surround and centre ⁄
centre subfields. None of these conditions showed a significant shift
from zero prediction error when analysed at the population level
(t-test, P > 0.05, data not shown).

Discussion

We have shown two important aspects of the temporal dynamics of
area MT receptive fields. First, peak latency for the surround was on
average 16 ms longer than that for the centre. Second, biphasic
behaviour for full-field stimuli (Perge et al., 2005) is also found for
local responses in centre and surround. Even though the delayed
surround response and the biphasic characteristics of the centre cannot
always be separated in space and time, our results indicate that
biphasic behaviour does not primarily result from centre-surround
antagonism.
The antagonistic surrounds we report here are small compared with

literature. Previous authors found a surround size up to 10 times the
size of the centre (Allman et al., 1985; Tanaka et al., 1986), while
others reported a factor of three–four (Raiguel et al., 1995). Because
our neurons appeared to show weak and spatially asymmetric
surrounds, we did not attempt to characterize the size of the surround
quantitatively. However, after the inspection of Fig. 3 it is evident that
our surround sizes are even smaller than those reported by Raguel
et al. (1995). These differences might be related to different stimulus
paradigms. We used binary noise stimuli, with rapidly changing
motion directions, while previous reports were based on continuous
stimulation of a much larger area of the surround. This may have
resulted in lower estimates of surround size and strength in our data
compared with previous reports.
We found no evidence for specific non-linear interactions between

surround and centre. This result may seem surprising, as the
antagonistic surround described in the literature is always considered
to be a non-linear mechanism, because a stimulus presented in the
surround alone does not evoke responses. However, what we show is
that response modulation from surround stimuli does not depend on
the simultaneous presence of an exciting centre stimulus. In all cases,

Fig. 8. Centre and surround second-order interactions. (A) Distribution of
maximal prediction errors for surround-centre combination is statistically
indifferent from zero, i.e. perfect linear approximation (t-test, P ¼ 0.79).
(B) Many cells show smaller responses than predicted for centre-centre
combination, causing the distribution and its mean significantly different from
zero (t-test, P ¼ 0.005). Positive values on the abscissa correspond to larger
while negative values correspond to smaller responses than expected from
linear prediction. SD corresponds to the standard deviation of all prediction
errors within a measurement.

Fig. 7. Strength of biphasic behaviour and strength of surround are not
correlated. Strength of surround was defined by fit parameter g (see text), which
indicates the surround amplitude relative to the centre amplitude. Each symbol
indicates one neuron. The r2-value of the linear fit was 0.0016 (P > 0.05).
Numbers indicate the cell numbers of the cells shown in Fig. 3.
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however, the effect occurred while stimuli were presented throughout
the receptive field, causing sustained activity well above the sponta-
neous level. Our stimulus thus tends to ‘linearize’ responses and does
not allow a clear distinction between non-linear suppression and
‘linear’ summation. The lack of a second-order effect seems to indicate
that either the temporal resolution for non-linear interactions is too low
to show up in our data, or the surround mechanism we describe is
different from previously described non-linear surrounds.

The delay difference between centre and surround that we find is
much shorter than the reported 40 ms in owl monkey MT (Allman
et al., 1985). This difference might again be due to differences in
experimental paradigm. Allman et al. (1985) used continuous
stimulation in the preferred direction, while we used a time-varying
stimulus with two opposite motion directions. Temporal integration of
motion responses for preferred and non-preferred directions thus may
have affected the latency estimates in different ways.

It is interesting to note that area MT cells show receptive field
properties in the motion domain similar to properties of low-level
receptive fields in the luminance domain. However, delay differences
between centre and surround responses are quantitatively different
from findings at lower levels. Retinal P cells have a delay difference of
8 ms (Rowe & Palmer, 1995), and this value only increases slightly
for LGN (10 ms, Cai et al., 1997) and V1 (9 ms, Bair & Movshon,
2004). In contrast to the findings by Bair & Movshon (2004) for
orientation tuning in V1, we found no evidence for a relationship
between the strength of the surround and the difference in delay
between centre and surround. Furthermore, we rarely observed the
surround to be faster than the centre, which is described in V1 (Bair &
Movshon, 2004).

Delayed surround effect might play a role in integrating local
motion information into a global motion percept. For instance, it has
been shown that area MT neurons first respond to local motion
directions and gradually converge to a response to global motion
directions (Pack et al., 2001; but see Movshon et al., 2003). Related to
these reports are studies on pattern selectivity of MT neurons. Pattern
direction selectivity is the ability to signal the single direction of a
moving plaid instead of the two components of the plaid (Movshon
et al., 1985). Again, this ability develops in time during stimulation,
though the time course of this effect is tens of milliseconds longer than
our reported surround delay (Pack et al., 2001; Smith et al., 2005).

Several different models might explain delayed MT surround
responses. A simple candidate would be localized spatial integration
of V1 direction-selective responses to establish the centre, and more
global integration of opposite directions with a reversed sign for the
surround. This type of model was very successful in explaining
monodirectional after-effects for bidirectional motion adaptation
(Grunewald & Lankheet, 1996). It is not clear, however, where a
delay difference of 16 ms would arise in such a model. Other options
would be inhibitory input from MT neurons with a receptive field
centre at the retinal location of the surround, tuned to the same
direction (lateral inhibition) (Hartline et al., 1956), or excitatory input
from such neurons tuned to the opposite direction (disinhibition)
(Allman et al., 1985). Such lateral interactions require time, but again
one would not necessarily expect such long delays. The longer latency
that we observe could be related to the latency shifts of about 5 ms
when inhibition is removed (Thiele et al., 2004). Our results do not
exclude the possibility that delay differences arise from feedback of
higher visual areas (Bair & Movshon, 2004).

Our results show that MT neurons can have strong biphasic
characteristics (Perge et al., 2005). This characteristic could arise from
short-term adaptation to a preferred stimulus. However, we showed in
a previous paper that biphasic characteristics are not correlated with

the ratio between the transient and sustained response (Perge et al.,
2005), which characterizes short-term adaptation (Priebe et al., 2002).
Thus, biphasic responses reflect a different form of adaptation
operating at a different time course. In this paper we also show that
biphasic responses are not directly related to surround input. We found
no correlation between biphasic behaviour and surround strength.
One might expect that the delay difference between centre and

surround could also be observed at the level of motion perception.
For V1 neurons, it has been shown that neural responses to
temporally interleaved excitatory and inhibitory stimuli match
perceptual masking (Macknik & Livingstone, 1998). Human psych-
ophysical studies have shown that direction discrimination of random
dots moving in a centre patch is strongly influenced by dots moving
in the surround (Murakami & Shimojo, 1993, 1995, 1996).
Depending on stimulus characteristics like centre size, eccentricity,
etc. the centre dots can seem to move in the opposite direction
(induced motion), or move in the same direction (motion capture).
Our results suggest that the strength of motion capture and induced
motion should be influenced by the timing of centre and surround
onsets. Further psychophysical studies are required to confirm such a
relationship between MT receptive field properties that we describe
and motion perception.
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